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Abstract

In this work, the performance of the USP 〈1 0 1 0〉 concept for comparing precision has been investigated. A diagram has been constructed to
relate common variance ratios, sample sizes and the corresponding powers. The choice of the upper acceptable limit of variance ratios strongly
influences the power. Small upper limits, such as 2.25, are not practical. The proposed upper limit of 4 requires sample sizes of 14 or higher to
achieve a power of 80%. If the precision of a method is very good, higher ratios seem to be acceptable, with a significant reduction in measurements.
For example, using n = 6 is sufficient to obtain a power of 90%, if the variances are in fact the same and the acceptable variance ratio is 16.
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. Introduction

The effective transfer of methods from one laboratory to
nother is a pre-requisite for sharing tasks and responsibili-
ies within a company or within a network of companies that
ork together. General requirements for successful transfers are
escribed in ref. [1]. In ref. [2], aspects of comparing mean val-
es from different laboratories have been outlined, in relation to
he ISPE guideline [3].

The well known F-test can be used focussing on the com-
arison of the variances of the participating laboratories [4].
owever, the F-test principle to test on a statistical significance

s connected with some drawbacks. For example, it is possible
o detect a significance, which is of no practical importance if
he estimated variance of the reference laboratory is very small
nd the variance of the receiving laboratory somewhat larger but
cceptable.

The general chapter 〈1 0 1 0〉 of the USP proposes an alter-
ative to compare the variances of two methods [5]. This
pproach could also be used in the context of analytical method
ransfers where one method is performed at two sites. In the

USP approach, a confidence interval for the ratio of the (true)
variances is calculated and afterwards compared to an a pri-
ori defined acceptable upper limit. The probability to wrongly
accept a higher ratio of variances than predefined is advanta-
geously controlled to 5% (=α). The other risk is linked to the
probability to reject a transfer due to unacceptable precision
though in fact it was acceptable. The probability to accept a
method transfer correctly is the so called power. This power is
related to the sample size, the chosen upper limit and the true, but
unknown ratio of variances. These relationships are investigated
in this article.

2. Test procedure

2.1. Method

The USP proposal tests whether or not the upper limit of the
90% confidence interval of the variance ratio of two methods
exceeds an a priori defined ratio. Here, only the upper limit is of
concern, as an improvement in precision is not problematical.
The testing of the upper limit against the predefined ratio is
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constructed by means of the following Eq. (1):
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where σ̂2
2 is the estimated method variance of the receiving unit,

σ̂2
1 the estimated reference method variance, A the predefined tol-

erated ratio of variances and Fα,n2−1,n1−1 the upper α percentile
of an F-distribution with n − 1 numerator and n − 1 denomina-
tor degrees of freedom. In 〈1 0 1 0〉, in an example α is suggested
to be 0.05 and A to equal 4, respectively. So the upper 5% of the
distribution are not included in the confidence interval.

Performing the test one compares the predefined acceptance
value to the upper limit. One accepts the alternative hypothesis,
H1: θ < θ0 of equivalent variances or a smaller variance of the
receiving unit if the calculated term does not exceed the limit A.
If the upper limit of the confidence interval exceeds the tolerated
ratio one accepts the null hypothesis, H0: θ ≥ θ0 and concludes
that the both variances are not equivalent and the receiving unit
variance is unacceptably high. For example, the variances of
the sending unit and the receiving unit were estimated as 2.84
and 3.87, respectively (sample size n = 12 each). Then the upper
90%-confidence limit yield 3.89 (with F0.05,11,11 = 0.35), which
is slightly lower than 4. In this case, the alternative hypothesis
of at least equal variances cannot be rejected.

Note, that in principle this test needs two independent sam-
ples. The α-error cannot exactly be kept to the predefined 5% if
the two samples are correlated to some extend. The total varia-
tion results from the variation of the method but also from the

variation within the analyzed batch. A high contribution of the
variation of the batch would cause a strong correlation between
the results in the two labs. It is assumed here, that this contribu-
tion of the batch is not relevant (e.g. <10% of the total variance).

2.2. Calculation of the power

The power for a special test situation is accessible by an excel
function given in ref. [5]: power = FDIST((R/A)FINV(α, n2 − 1,
n1 − 1), n2 − 1, n1 − 1). R is the true ratio of variances at which
the power is determined, A the maximum ratio of acceptance,
α the significance level, typically 0.05 and n is the sample size.
This function allows for the calculation of the power against a
true (unknown) ratio of the participated variances. The resulting
powers of several conceivable test situations have been calcu-
lated by this method.

3. Results, discussion and conclusion

A summary of several power calculations for different upper
limits and sample sizes is given in Fig. 1. The choice of a higher
upper limit strongly influences the power. A very small upper
limit of 2.25 is not very practicable, as even with a sample size of
24 (which can be regarded as high) only a chance of 62% for the
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ig. 1. The power of several scenarios is shown. On the x-axis, the predefined upper l
eviations). The y-axis shows the sample size to determine the variances. The circles
resulting in a variance ratio of 1). For the layer of circles in the back the true ratio of v
etween 1 (meaning equal variances) and the acceptable upper limit. So, for example
ack layer is: [1 + {(

√
32 − 1)/2}]2 = [1+{2/2}]2 = 2.02 or 4.0.
imit is given (in terms of variance ratios, depicted as squared ratios of standard
in the front layer contain the resulting power if in fact the variances are equal
ariances R is calculated according to [1+{(

√
A − 1)/2}]2. This ratio is half-way

, in the fourth column with an upper limit of 3.02 the true variance ratio of the
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acceptance exists, when in fact the variances are equal. The upper
limit of 2.25 is also depicted as 1.52 to demonstrate that a ratio
of standard deviations of 1.5 corresponds to a ratio of variances
of 2.25. Furthermore, one can see, that an upper limit of more
than 16 (corresponding to a ratio of 4 of the standard deviations)
is smoothly to manage because only six samples are needed
to correctly conclude to acceptance with a high probability. For
example, such a high ratio of variances is regarded as acceptable,
if the precision of the method is very good in the sending unit.
Consider the corresponding RSD% was 0.2%: in this case a
five-fold RSD% in the receiving unit would be well acceptable.
Usually experienced analysts do not investigate on very small
standard deviations, because they are aware of the rather high
variability of standard deviations. A value of 0.2%, even when
measured with a high data number, may be difficult to reproduce.
On another day, even a minor additional error source which did
not occur before could easily double such a small variability.

For the interval between 22 and 32 for every 0.25-step of the
upper limit (x + 0.25)2 a decrease of the sample size of 2 can
lead to retention of the power of more than 80%, starting with
an upper limit of 22 and a sample size of 14 (dashed line in
Fig. 1).

The above considerations are only valid if the true variances
of the sending and receiving unit are in fact the same. However,
it is also important to study, what power can be expected, if the
true variances are different, but within the acceptable ratio.
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An adequate power of approximately 80% or above can only
be achieved with sufficiently high data numbers. These numbers
are noticeable higher than the ones needed to obtain sufficient
power, if the variances are in fact the same. As can be derived
from Fig. 1, an acceptable ratio A of 32 requires n = 22. In order to
reduce n, a more tolerant A must be chosen (e.g. A = 42 requires
n = 14, A = 52 corresponds to n = 10).

To our understanding, values A, such as 16 (= 42) or above
may often be the best choice. Consider A = 16, n = 6: the power
drops strongly if one assumes a true bias. This also means, that
the test will reject the method transfer in most cases, if the true
ratio of the variances is between 7 and 16. The acceptance ratio
of 16 does not mean at all, that it is likely to accept true ratios
close to the value A. In addition, as outlined above, a generally
low standard deviation may suggest more tolerant acceptance
criteria.
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